"MVQ

Explaining robust classification through
prime implicants

Hénoik Willot, Sébastien Destercke & Khaled
Belahcene

15th international conference on Scalable Uncertainty
Management

SUM22 — October 17-19th 2022 < utc 1
Recherche




[
Introduction IS o

by }
"N heudiasyc

e Introduction
o Classification
o Prime implicant

¢ Naive Credal Classifier [3]
o General case
o Prime implicants formulation
o Computation

e Conclusion

SUM22 — October 17-19th 2022 % < utc 2
Recherche



Introduction Naive Credal Classifier [3] Conclusion Y "-, 0o
Classification  FPri nt f; heudi asyc

Introductlon
Classification problem

Recommend : classye &% ={y1,...yYm}
n
Features : &N =11 Z;
i=1
Discrete domains : &; = {x,.1,...,x,.k"}
Observation : x° e ZN
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Introductlon
Classification problem

Recommend : classye &% ={y1,...yYm}
n
Features : &N =11 Z;
i=1
Discrete domains : &; = {x,.1,...,x,.k"}
Observation : x° e ZN

Crisp case :
One probability distribution p

y=pYy' if p(yIx°) = p(y'1x°)

= Explanations by prime implicants are known
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Introductlon
Classification problem

Credal case :
Probability distribution p replaced by convex sets of probabilities 22
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Introduction
Classification problem

Credal case :
Probability distribution p replaced by convex sets of probabilities 22

Robust classification :
Necessary recommendation y > Y/,

Ix°
Yoy & Vpe?, p(yIx°)=p(y'x°) ;%21

= What happens to prime implicants in this case ?
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Introduction
Running example [1]

Objective : predict an animal in & = {".", s ,‘, 1
Features : 3 lengths :

o X :ears

o X : tail

o X3 hair
Domains : & = {Long, Medium, Short}
Observation : x° = (Long, Short, Long)
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Introduction
Running example [1]

Observation : x° = (Long, Short, Long)

Modele :
€ [0.30,0.42] a
€ [0.03,0.15] ><

€ [0.06,0.18]

€[0.18,0.42] (A 2

((i|x0) _ w > 1

p(Aixe) — 0.18 =

o p(%?Ix°

p(x°
p(AIx°
p(x1x°

S— N N N

% >5 A because infpeg

% and ¥ indifferent :

p(*1x°) _ 0.30 p(HIx°) _ 0.18

infpeg p(1x0) — 0.42 <1et mfpegz p(Px0) ~ 042 <1
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Introduction
Implicant

E c N, as a subset of feature indices, is an implicant of decision
V=oy

. P(YIXE, x-E)
E)= f —= =1
(P( ) pIQ‘@ p(y,|xO’X—E)
x_pex E

i.e. observe x¢ is sufficient to conclude y >4 y' no matter the
values on other attributes x_g € Z €
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Introduction
Prime implicant

E < N is a prime implicant if
VieE, p(E\{i}) <1

i.e. E is minimal

For one decision, it might exists different prime implicants with
different cardinals!
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Deflnltlon

Bayes theorem :
p(x°ly) x pa (Y)
p(x°)
Independence hypothesis (Naive Bayes) :
Dlyix®) = [T pi(x?1y) x pay (y)
p(x°)
Features are independent, given the class

p(yIx°) =
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Introduction Naive Credal Classifier [3] Conclusion IS o
General case Prime implicants formulation Computation M i‘ heudiasyg

Definition

Bayes theorem :

p(x°ly) x px (y)
p(x°)

Independence hypothesis (Naive Bayes) :

o Ty Pi(XPly) x pa(y)
p(yIx®) = p(x°)

Features are independent, given the class
We can rewrite ¢(E) :

p(yIx°) =

. pa(Y) 1 Pi(X71Y) pi(xily)

E)= inf
#(E) x e € Pu(y') iellpi(xf?ly,) ieUEPi(XiIV’)
p@/e'@@ N - 7\ - 7
Pi€Py; Implicant part  Adversarial part
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Convex probabllltles

As P and Pq; are convex and p;(-ly’) independent of p;(-ly) if
y#Y ori#j:
. By (y) _ p(XPly) _ p(xily)
¢(E)= inf  =Sll=res [ =
xee2E Poy (V') jee PI(XPIY') i Pi(XilY')

Implicant part Adversarial part

with p and p lower and upper bounds of p€ &
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Running example [2]
Data

Data are obtained with the Imprecise Dirichlet Model [1]

Idea : build a cautious interval around p using a number of fictive
observations s

Ny IDM

p(x) = N p(x) e

To avoid null probabilities, we add a small regularization

Ny nNy+S
N+s N+s
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Running example [3]

p(xily) % & A s
o L [33,40] [2,8] [10,19] [58,65]
i A é M  [30,37] [55,61] [66,75] [26,33]
[25,26] [29,31] [20,22] [25,26] S [30.37] [37.43] [15.23] [9.16]
p(xely) % A

L [54,61] [31,37] [66,75] [2',.9]
M [23,30] [61,67] [23,32] [30,37]
S  [16,23] [28] [2,10] [61,69]

p(xsly) @ A )
L [40,47] [46,52] [23,32] [2,9]
M [26,33] [17,22] [10,19] [19,26]
S [26,33] [31,37] [58,66] [72,79]
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Running example [3]

p(xily) % - A v

- L~ [33,40] [2,8] [10,19] [58,65]

: A 8 M [30,37] [55,61] [66,75] [26,33]

[25,26] [29,31] [20.22] [25,26] S [30,37] [37,43] [15,23] [9,16]
= (Long, Short, Long) p(xly) %@ 2 A

L [54,61] [31,37] [66,75] [2',.9]
M [23,30] [61,67] [23,32] [30,37]
S [16,23] [2,8] [2,10] [61,69]

p(xsly) @ A )
L [40,47] [46,52] [23,32] [2,9]
M [26,33] [17,22] [10,19] [19,26]
S [26,33] [31,37] [58,66] [72,79]
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Running example [3]

p(xily) A A

o L [33,40] [2,8] [10,19] [58,65]

i A 3 M [30,37] [55,61] [66,75] [26,33]

[25,26] [29,31] [20,22] [25,26] S [30,37] [37,43] [15,23] [9,16]
x° = (Long, Short, Long) p(xly) % & A -
D>, A? L [54,61] [31,37] [66,75] [2,9]

M [23,30] [61,67] [23,32] [30,37]
S [16,23] [2,8] [2,10] [61,69]

p(xsly) @ A )
L [40,47] [46,52] [23,32] [2,9]
M [26,33] [17,22] [10,19] [19,26]
S [26,33] [31,37] [58,66] [72,79]
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General case  Prime 1 C n .' heudiasyc

Running example [3]

plxly) % A :
. A L [33,40] [2,8] [10,19] [58,65]
: 8 M [30,37] [55,61] [66,75] [26,33]
[25,26] [29,31] [20,22] [25,26] S [3037] [3743] [1523] [9.16]
x° = (Long, Short, Long) p(xaly) % - A ..
Pz A? L [54,61] [31,37] [66,75] [2,9]
M [23,30] [61,67] [23,32] [30,37]
S(N) = S  [16,23] [28] [2,10] [61,69]
Py (¥) P, ORlY) P (GlY) Py (x5ly)
Py (Y) © P1(XSly') T p2(x3ly') T ps(x3ly’) p(xsly) @ A

L [40,47] [46,52] [23,32] [2',‘9]
M [26,33] [17,22] [10,19] [19,26]
S [26,33] [31,37] [58,66] [72,79]
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Running example [3]

plaly) ® W A M
o L [33,40] [2,8] [10,19] [58,65]
i A é M  [30,37] [55,61] [66,75] [26,33]

[25,26] [29,31] [20,22] [25,26] S [30.37] [37.43] [15.23] [9.16]

x° = (Long, Short, Long)
f.:ﬂ > a ?

P(N) =
Py () (x3ly)  p,(x3ly)

p(xly) % A 2
L [54,61] [31,37] [66,75] [2,9]
M [23,30] [61,67] [23,32] [30,37]
S [16,23] [2,8] [2,10] [61,69]

p,(x3ly)

= = X =
Pa(y') © p1(xSly') T pa(x3ly)

— 0.25
—0.22

p3(xgly’)

p(xsly) @ A )
L [40,47] [46,52] [23,32] [2,9]
M [26,33] [17,22] [10,19] [19,26]
S [26,33] [31,37] [58,66] [72,79]

< utc 13
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General case  Prime 1 C n .' heudiasyc

Running example [3]

p(xily) ¥ A ¥
o A L [33,40] [2,8] [10,19] [58,65]
: - M [30,37] [55,61] [66,75] [26,33]
[25,26] [29,31] [20,22] [25,26] S [30,37] [37,43] [15,23] [9,16]
x° = (Long, Short, Long) p(xaly) % - A ..
D@5 A? L [54,61] [31,37] [66,75] [2,9]
M [23,30] [61,67] [23,32] [30,37]
S(N) = S  [16,23] [28] [2,10] [61,69]
Py (¥) P, ORlY) P (GlY) Py (x5ly)
Po(v) " piOGY) T R0GY) T RaOSY)  p(xly) W W A M
_ 025, 033 L [40,47] [46,52] [23,32] [2,9]
- 0227019 M [26,33] [17,22] [10,19] [19,26]

S [26,33] [31,37] [58,66] [72,79]
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Introduction Nai ifi i Y ;‘. S
General case  Prime 1 C n .' heudiasyc

Running example [3]

p(xily) % % A o
o L [33,40] [2,8] [10,19] [58,65]
g A : M [30,37] [55,61] [66,75] [26,33]
[25,26] [29,31] [20,22] [25,26] S [30.37] [37.43] [15.23] [9.16]
x° = (Long, Short, Long) p(xaly) % - A ..
D> A7 L [54,61] [31,37] [66,75] [2,9]
M [23,30] [61,67] [23,32] [30,37]
S(N) = S [16,23] [28] [2,10] [61,69]
Py (¥) P OSY) P, (5lY) Py (X3lY)
P ) " BiOSY) T R0GY) T Ba(SY)  p(xgly) W A M
025,083, 016 L [40,47] [46,52] [23,32] [2,9]
0227019 = 0.10 M [26,33] [17,22] [10,19] [19,26]

S [26,33] [31,37] [58,66] [72,79]
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General case Prime impl| on

Running example [3]

” ] heudiasyc

p(xily) A A

o L [33,40] [28] [10,19] [58,65]

i A 3 M [30,37] [55,61] [66,75] [26,33]

[25,26] [29,31] [20,22] [25,26] S [30,37] [37,43] [15,23] [9,16]
x° = (Long, Short, Long) p(xly) % & A -
D>, A? L [54,61] [31,37] [66,75] [2,9]

M [23,30] [61,67] [23,32] [30,37]

O(N) = S [16,23] [2,8]
P, (¥) o, (XFly)  p,(x3ly) Py (X3ly)

[2,10] [61,69]

o (¥) " By (x71y’) ) Pz(x C V) p(xsly) 2 A "
_ 025,033 m » 040 L [40,47] [46,52] [23,32] [2,9]
0227 0.19 = 010 = 0.52 M [26,33] [17,22] [10,19] [19,26]

S [26,33] [31,37] [58,66] [72,79]
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Running example [3]

p(xily) % % A o
o L [3340] [2.8] [10,19] [58,65]
: A ¥ M [30,37] [55.,61] [66,75] [26,33]
[25,26] [29,31] [20,22] [25,26] S [3037] [37,43] [15,23] [9,16]
x° = (Long, Short, Long) p(xly) % & A -
@ M2 L [54,61] [31,37] [66,75] [2.9]
M [23,30] [61,67) [23,32] [30,37]
S(N) = S [1623] [28] [2,10] [61,69]
P, (¥) Ny (x¢ly) y p,(x3ly) y P, (x3ly)
Py () " B (Y Pz(x V) URSY) plxely) ® W o A M
_ 025,033 m « 040 o 4 L [40,47] [46,52] [23,32] [2,9]
022 7 0.19 7 0.10 032 M [26,33] [17,22] [10,19] [19,26]

S [26,33] [31,37] [58,66] [72,79]
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Independence of the adversary

Equation (1) defines the adversarial part x_g

P, (¥) _ p(xPly) _ p.(xily)

¢o(E)= inf =——T] [

x_ e E Py (Y') ieE [_Ji(xfly/)J[e—E 5,-(X,-|y’)1

Implicant part Adversarial part
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Independence of the adversary

Each x7e x_gis:
1. independent of x?
2. independent of every je N\ {i}
Therefore, 3 a unique "worst adversary" x2fory >y’ :

p,(xfly)
x?exN: Vie N x? =arg min =
X% p,(X ly’)

—I
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Independence of the adversary

Each x7e x_gis:
1. independent of x?
2. independent of every je N\ {i}
Therefore, 3 a unique "worst adversary" x2fory >y’ :

p.(x{1y)

" P,
x?ex™N:VieN x? _argXTel‘%P/(Xkly,)
Let (y) _ p,(xly)
log p(2) 'Og( @,(y')l_,[\,ﬁ_(xaly))
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Running example [4]

f.:.\ i ‘ o
[25,26] [29,31] [20,22] [25,26] p(xily) A A
L [33,40] [2,8] [10,19] [58,65]
o M [30,37] [55,61] [66,75] [26,33]
P=p A S  [30,37] [37,43] [15,23] [9,16]
X"ﬂ':argmln{gﬁ % %}=M plxoly) @ .*. A

L [54,61] [31,37] [66,75] [2',.9]
M [23,30] [61,67] [23,32] [30,37]
S  [16,23] [2,8] [2,10] [61,69]

p(xsly) & A -
L [40,47] [46,52] [23,32] [2,9]
M [26,33] [17,22] [10,19] [19,26]
S [26,33] [31,37] [58,66] [72,79]
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Running example [4]

2] A v

[25,26] [29,31] [20,22] [25,26]  p(xly) A :
L [33,40] [2,8] [10,19] [58,65]

o M [30,37] [55,61] [66,75] [26,33]

Pzo A S [30,37] [37,43] [15,23] [9,16]

Xazargmln{% ggg } p(ley) f.;,j 2 ‘ \

xg =argmin{252, 322, 318 = L [54,61] [31,37] [66,75] [2,9]

M [23,30] [61,67] [23,32] [30,37]
S [16,23] [2,8] [2,10] [61,69]

p(xsly) & A -
L [40,47] [46,52] [23,32] [2,9]
M [26,33] [17,22] [10,19] [19,26]
S [26,33] [31,37] [58,66] [72,79]
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General case  Prime implicants formulation  Cor on M i heudiasyc

Running example [4]

o A v
[25,26] [29,31] [20,22] [25,26]  p(xily) @ A Y
L [33,40] [2,8] [10,19] [58,65]
- M [30,37] [55,61] [66,75] [26,33]
Pz A S [30,37] [37,43] [15,23] [9,16]
x§ =argmin(§33, §38, 5331 = M p(xely) % ¥ A "
x¢=argmin{33E, 328 818y = M L  [54,61] [31,37] [66,75] [2,9]
a_ - 0040 0.26 u - M [23,30] [61,67] [23,32] [30,37]
Xy =argmin{gz2, 975> 06! S [16,23] [28] [2.10] [61,69]

p(xsly) & A -
L [40,47] [46,52] [23,32] [2,9]
M [26,33] [17,22] [10,19] [19,26]
S [26,33] [31,37] [58,66] [72,79]
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Introduction Naive Credal Classifier [3] Conclusion Y > L
General case  Prime implicants formulation  Cor on M i‘ heudiasyc

Running example [4]

a A v
[25.26] [29,31] [20,22] [25.26]  p(aly) ® ¥ A M
L [33,40] [28] [10,19] [58,65]
. M [30,37] [55,61] [66,75] [26,33]
P25 A S [30,37] [37,43] [15,23] [9,16]
x? = argmin{g$3, 533, 5331 = M plaly) ® % A M
xg =argmin{J33, 023, 828} = M |\|7| {54,61} {31,37} {66,75} [[2,9]]
a_ inf0:40 026 026, _ g 23,30] [61,67] [23,32] [30,37
Xy =argmintgzz, 07s” 0.6 S  [16.23 [28] [210] [61,69]
Cmlo (0.25 030 023 0.26) plaly) @ & A M
~1°810.22 “0.75 “0.32 “ 0.66 L [4047] [46,52] [23,32] [2,9]

M [26,33] [17,22] [10,19] [19,26]
S [26,33] [31,37] [58,66] [72,79]
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Introduction Naive Credal Classifier [3] C i . T
General case  Prime implicants formulation  Computation > ; heudiasyc

Contrlbutlon of feature to the explanation

Let G(i) denote the contribution of feature i to function ¢

G(i) =logp(E U {i}) —logp(E)
= (logp,(xly) - log Bi(x?1y")) - (log p, (x?ly) - log Bi(x7Iy'"))

Contribution of feature i is independent of other features !
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ion Naive Credal Classifier [3] C i s > , e
se Prime implicants formulation Com n M i heudi asyc

Running example [5]

a A v
[25,26] [29,31] [20,22] [25,26]  p(xly) ® ¥ A M
L [33,40] [2,8] [10,19] [58,65]

. M [30,37] [55,61] [66,75] [26,33]
x® = (Long, Short, Long) S [30,37] [37,43] [15,23] [9,16]
sz Eg)‘

o) ® W A
G(1) = (1og0.33 —log 0.19) L [5461] [3137] [66,75] [29]

N - ~ M [23,30] [61,67] [23,32] [30,37]
(log0.30—log0.75) = 0.65 S [623] 28 [210] [61.69]
p(xsly) % '*' A A
L [40,47] [46,52] [23,32] [2,9]
M [26,33] [17,22] [10,19] [19,26]
S [26,33] [31,37] [58,66] [72,79]
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ion Naive Credal Classifier [3] C

se Prime implicants formulation Com
Running example [5]

@ A M
[25,26] [29,31] [20,22] [25,26]

x° = (Long, Short, Long)
":” Eg) ‘

G(1) =(log0.33 - log0.19)
—(log0.30—10g0.75) = 0.65

G(2) = (log0.16 — log 0.10)
—(log0.23 —10g0.32) =0.33

"MVQ

p(xily) % % A

L [33,40] [28] [10,19] [58',.65]
M [30,37] [55,61] [66,75] [26,33]
S [30,37] [37,43] [15,23] [9,16]

p(xly) % A

L [54,61] [31,37] [66,75] [2.,'9]
M [23,30] [61,67] [23,32] [30,37]
S [16,23] [28] [2,10] [61,69]

p(xsly) & A

L [40,47] [46,52] [23,32] [2’,.9]
M [26,33] [17,22] [10,19] [19,26]
S [26,33] [31,37] [58,66] [72,79]
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Running example [5]

(2] 2 A .
[25,26] [29,31] [20,22] [25,26]  p(xily) ® ¥ A M
L [3340] [2.8] [10,19] [58,65]
. M [30,37] [55,61] [66,75] [26,33]
x® = (Long, Short, Long) S [30,37] [37,43] [15,23] [9,16]
sz Eg)‘
p(xly) % & A .
G(1) =(log0.33 - 1og0.19) L [54,61] [31,37] [66,75] [2,9]

M [23,30] [61,67] [23,32] [30,37]

—(log0.30—10g0.75) = 0.65 S [1623] [28] [2.10] [61.69]

G(2) = (log0.16 —log 0.10)

—(log0.23 —10g0.32) = 0.33 p(xsly) @ 3 A v
G(3) =(log0.40 - log 0.32) L [40,47] [46,52] [23,32] [2,9]
—(log0.26 —log 0.66) = 0.50 M [26,33] [17,22] [10,19] [19,26]

S [26,33] [31,37] [58,66] [72,79]
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Buﬂdmg E

We want E < N such that :

P(E)=1<logp(E)=0

As log ¢ is additive we have :

logp(E)=C+ Y. G(i)=0

i€eE

As G(i)’s are independent, finding the smallest prime implicant is
polynomial [2]
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Computing £

Algorithm 1: Compute first prime implicants explanation
Input: C: log(¢(®)); G: Contributions of criteria;
Output: Xp/ = (E,x2) : Pl explanation and associated values
Order G in decreasing order, with o the associated permutation
i1
while ¢(E)+ C<0do

f—i+1

E—Eu{o (i)}

H(E) — ¢(E) + Gy(j)
Xpl — (E,xZ)
return (Xp/)
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Runnmg example [6]

p(X1 |y) “© s A =
“ A = L [33,40] [2,8] [10,19] [58,65]
[25,26] [29,31] [20,22] [25,26] M [30,37] [55,61] [66,75] [26,33]

S [30,37] [37,43] [15,23] [9,16]
x° = (Long, Short, Long)

D=5 A p(xly) % % A .

L [54,61] [31,37] [66,75] [2.9]
C=-09 M [23,30] [61,67] [23,32] [30,37]
G(1)=0.65 S [16,23] [28] [2.10] [61,69]
G(3) = 0.50
G(2)=0.33 plxly) @ A v
E. — (Ears, Hair L [40,47] [46,52] [23.32] [2.9]

- : M [26,33] [17.22] [10,19] [19,26]
£o = (Ears, Tail S [26,33] [31,37] [58,66] [72,79]
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Conclusion

Summary :
o Prime implicants for robust preferences
¢ Application to the NCC with convex domains
o Polynomial calculation of implicants
Perspectives :
o Pairwise or holistic explanations ?

o Implications on complexity to remove the independence
hypothesis ?

o Explanations for indifference ?

SUM22 - October 17-19th 2022 < utc 23
Recherche



»
Introduction Naive Credal Classifier [3] Conclusion <.

"N heudiasyc

Conclusion

] (]

SUM22 — October 17-19th 2022 % < utc 24
Recherche



» b
% Y

Conclusion .
"N heudiasyc

References |

[§ Bernard, J.M. : An introduction to the imprecise dirichlet model
for multinomial data. International Journal of Approximate
Reasoning 39(2-3), 123—150 (2005)

[ Marques-Silva, J., Gerspacher, T., Cooper, M.C., Ignatiev, A.,
Narodytska, N. : Explaining Naive Bayes and Other Linear
Classifiers with Polynomial Time and Delay. In : NeurlPS
2020, December 6-12, 2020, virtual (2020)

[W Zaffalon, M. : The naive credal classifier. Journal of Statistical
Planning and Inference 105(1), 5-21 (2002)

SUM22 — October 17-19th 2022 < utc 25
Recherche




	Start
	Introduction
	Classification
	Prime implicant

	Naive Credal Classifier zaffalonnaive2002
	General case
	Prime implicants formulation
	Computation

	Conclusion


